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Abstract—The last three decades have witnessed a trend in solar thermal electricity generation of increasing the concentration of sunlight, the operating temperature, and subsequently the efficiency of conversion from sunlight to electricity. The current state of the art concept is a solar-driven combined cycle, with sunlight concentration ratio of a few thousands, temperatures of about 1000–1300°C, and overall annual average conversion efficiency of about 20%. A possible next step in this trend is presented: a solar triple cycle, with a high-temperature MHD generator and two additional cycles in series. This triple cycle is powered by solar heat at temperatures around 2000°C and solar concentration of about 10,000. The overall peak conversion efficiency of the solar triple cycle is shown to be significantly higher than the solar combined cycle scheme. The sensitivity of this result to several system parameters and the technological feasibility of the solar triple cycle are also discussed. © 2002 Published by Elsevier Science Ltd.

1. INTRODUCTION

The last few decades have witnessed a clear trend in solar thermal electricity generation: increasing the concentration of sunlight, the operating temperature, and subsequently the efficiency of conversion from sunlight to electricity. The starting point was the solar pond, with no concentration, temperature around 100°C, and efficiency of around 1%. The next major advance was the parabolic trough, with concentration of less than 100, temperatures of 300–400°C, and annual average efficiency of around 10%. The next step is the solar tower system with steam generation, with concentration of a few hundred and temperatures of 500–700°C. The various versions of this concept all show annual efficiency of around 15% (Becker and Klimas, 1993). The recently proposed solar-driven combined cycle would provide temperature in the range of 1000–1300°C and concentration ratio of a few thousands. The annual average conversion efficiency of this system is predicted to be around 20% (Fraidenraich et al., 1991; Kribus et al., 1998b). This pursuit of ever-higher efficiency is economically motivated: sunlight is of course free, but collecting it is expensive. If we can generate more electricity from a given investment in solar collectors, then the solar electricity should become less expensive and more competitive.

In the conventional generation scene, efforts are also ongoing to increase the operating temperature of gas turbines, thereby improving their efficiency. Advanced gas turbines should soon operate around 1500°C, compared to a 1300°C limit only a few years ago. Such advanced gas turbines should provide heat-to-electricity conversion efficiency approaching 60% in a combined cycle mode (Facchini et al., 2000). A major step to significantly higher temperatures can be provided by a different technology: the magneto-hydrodynamic (MHD) cycle. In this process, an ionized hot gas passes through a magnetic field. When this gaseous conductor cuts across the magnetic flux, current is generated in the direction perpendicular to the field and the flow. An MHD cycle can operate in the temperature range of 2000–2500°C, since the conversion to electricity is direct and there are no turbine blades or other sensitive objects in the flow path. Together with appropriate bottoming cycles, the MHD cycle should provide a very high conversion efficiency, possibly approaching 70% (Ciconradi et al., 1997; Kayukawa, 2000). In addition, an MHD cycle can use abundant fuel such as coal and does not require a high-grade clean gaseous fuel as gas turbines do. MHD technology is still in its infancy, but several development efforts and demonstration plants have been reported (Messerle, 1995).
A possible next step in the trend of increasing efficiency of solar thermal conversion is considered here: a solar triple cycle. This system includes a high-temperature MHD generator and two bottoming cycles. Can solar energy provide the very high temperature that is required for an MHD cycle? We note that the sun is an effective source at nearly 5500°C (Duffie and Beckman, 1991). Therefore, temperatures exceeding 2000°C should be feasible, given appropriate concentration of the incident sunlight. The theoretical limit on the concentration of sunlight is about 40,000. Current solar collector technology can provide a concentration of several thousands, using heliostat fields and secondary non-imaging concentrators (Karni et al., 1997; Kribus et al., 1998b). Increasing the concentration while minimizing optical losses is a challenging task, but with innovative optical solutions and improvement of solar collector technology, it should be possible to reach peak concentrations exceeding 10,000, possibly approaching 20,000 (Kribus, 1997). A simple calculation shows that given a concentration of 15,000 suns (a single ‘sun’ providing a nominal flux of 1 kW/m²), a black absorber can convert incident radiation to heat at 2000°C with efficiency of 90%. Receiver temperature can go up to 2240°C if efficiency of 85% is acceptable. Solar heating at these temperatures is therefore feasible.

Using solar energy as the heat source for an MHD converter was first proposed three decades ago (Hildebrandt et al., 1972). It included a hemispherical external receiver, and a simple MHD cycle with no bottoming. Since then, major advances have been achieved in our understanding of concentrating systems, solar receivers and MHD plants. The present paper incorporates these advances, as well as broadens the analysis to include a wide range of operating temperatures and the effects of other major system parameters.

The proposed solar triple cycle is composed of three conversion steps: a topping MHD cycle, an intermediate Brayton cycle gas turbine, and a bottoming steam Rankine cycle. The heat input is solar radiation delivered to the topping cycle. Using a relatively simple model, we optimize the efficiency of the entire plant for a range of operating temperatures, and compare the performance of the new solar triple cycle (STC) to the two-level solar combined cycle (SCC). The effect of the technological limits on pressure and temperature in several system components is discussed. The sensitivity of the results to model assumptions is also presented.

2. MODEL

2.1. Overview

The overall efficiency of a solar power plant is a product of three subsystem efficiencies: optics, receiver and power block

\[ \eta_{\text{Tot}} = \eta_{\text{Opt}} \cdot \eta_{\text{Rec}} \cdot \eta_{\text{PB}}. \]  

The optical efficiency depends on the type of concentrating system used; here we assume a solar tower and central receiver system, which is the only choice for large-scale high temperature solar processes. The optical efficiency accounts for losses due to imperfect reflections in the primary and secondary concentrators, and due to geometric losses such as shading and blocking in the heliostat field. The optical efficiency varies with time due to the motion of the sun, and here we consider the peak efficiency at the best time. The relation of this to annual average efficiency is discussed in Section 4. The solar receiver efficiency accounts for losses involved in the conversion of radiation to thermal power, such as intercept (spillage), convection, and thermal emission. At high receiver temperature \( T > 1000°C \) emission through the receiver’s aperture is the predominating loss mechanism. Finally, the efficiency of conversion from heat to mechanical work and to electricity in the power block depends on the selection of the thermodynamic cycle. Detailed models for each of the three subsystems are presented in the following sections.

A system optimization process means finding the maximum total efficiency, by varying the main operational parameters: temperatures, pressures and solar concentration. Seeking separate optimal operating points for components or subsystems is not appropriate, since the main parameters tend to have contradictory effects on different components. For example, increasing the receiver temperature increases the power block efficiency, but reduces the receiver efficiency. The system then must be optimized as a whole rather than in separate sections.

2.2. Solar collector

The primary solar collector is a heliostat field with a central tower. The design of a heliostat field is an intricate process, including many details that are site-specific and application-specific (Winter et al., 1991). We use an idealized model of a field composed from very small
heliostats, packed as densely as possible, but without blocking losses (Riaz, 1976; Kribus et al., 1998a; Spirkl et al., 1998). The irradiation of the target by such a field is maximal. The maximum-density field model represents therefore an upper limit on collected power and incident receiver flux at design conditions. For simplicity, we assume that the field is circular, which is reasonable in locations near the equator. The field rim angle is made as large as possible to allow large-scale plants without resorting to unreasonably high towers. Solar concentration off-tower (SCOT) secondary concentration is selected (Kribus et al., 1998b), as shown in Fig. 1a. This option offers the highest concentration for large rim angle fields (Kribus et al., 1998a).

In a practical field design, the heliostat packing density will be less than the maximum possible, to avoid excessive shading losses in off-design conditions. This reduces the power collected at design point conditions, but increases the power collected at other times, and therefore can increase the annual average power. The variation of field density produces then the tradeoff of nominal concentration (proportional to collected power at design point) vs. annual average efficiency (proportional to the annual average collected power). However, the current study considers design point conditions only, since considering the annual average performance requires a much more complex model of the heliostat field. It is therefore not possible to include the variation in optical efficiency as part of the system optimization. The effect of reducing field density is therefore discussed below as a parametric change rather than as part of the optimization, and only in the context of peak efficiency.

We define a circular heliostat field where the rim angle of the field as seen from the aim point is 80°. For example, if the height of the aim point is 100 m, then the radius of the field is 567 m and the total power reaching the receiver aperture plane is 236 MW. Different power levels can be achieved with the same efficiency by scaling the optics as needed. The tower carries a hyperboloid reflector, suspended below the aim point, such that the radiation is reflected towards the secondary focus near ground level (Fig. 1). An array of terminal concentrators of CPC or CEC type (Kribus et al., 1998a) is placed at the target plane for the final concentration stage and connection to the receivers. For this design of the field and the secondary reflector, the terminal concentrators have an acceptance half-angle of 27°. We assume that the reflectivity of the heliostats, the tower reflector and the terminal concentrators is 0.9, 0.95 and 0.95, respectively. The direct normal insolation is 1000 W/m², and the sun is assumed at the zenith (i.e. design point conditions). The half-angle subtended by the sun is 7.5 mrad, which includes degradation due to the reflectors’ surface errors. The geometric efficiency of the heliostat field due to the ‘cosine effect’ is 0.80 (Kribus et al., 1998a); there is no shading or blocking due to our definition of the ideally packed field and design point time. Adding the reflectivity losses due to the three stages of concentration, the overall optical efficiency is \( \eta_{\text{opt}} = 0.65 \).

In the optimization procedure presented below, we hold the solar field geometry fixed. When different power levels are needed, the entire field geometry is scaled, such that the efficiency remains fixed. The incident flux distribution at the receivers’ apertures was computed by ray tracing for the idealized maximum-density field model (Kribus et al., 1998a), and is shown in Fig. 1b. For the maximum-density field under the assumptions stated above, the peak flux at the center of the distribution, after the terminal concentrators, is 11.1 MW/m². The collection radius on the
target plane is allowed to change. Reducing the collection radius reduces the intercept efficiency (increases the amount of spillage), but also increases the average flux incident on the receiver and hence the receiver efficiency. The collection radius is determined by the air inlet temperature into the receiver. The inlet temperature is not equal to the ambient temperature, since the air entering the receiver has undergone compression (see Section 2.4). If the incident flux at the rim is lower than the thermal emission flux corresponding to the inlet temperature, then the inlet region has a negative net contribution to the receiver. In this case, the collection radius can be decreased with a net gain in receiver power.

2.3. Solar receiver

Achieving high temperatures in a reasonably efficient solar receiver requires a non-isothermal, or partitioned, receiver (Ries et al., 1995; Kribus et al., 2000). Receiver losses depend strongly on the receiver temperature, and the main loss component in a high-temperature receiver is emission, which increases with the temperature to the fourth power. The partitioned receiver reduces these losses by dividing the receiver aperture into segments having different temperatures, and directing the fluid to be heated sequentially through these sections in the order of increasing irradiance flux and temperature. A large portion of the aperture is therefore at temperatures substantially lower than the receiver’s maximum temperature, and the losses are significantly reduced relative to a thermally equilibrated or isothermal design.

We assume that the receiver is subject to emission losses only, and neglect convection and conduction losses. This is a reasonable assumption for a high temperature receiver, since the emission losses increase with the fourth power of the temperature, much faster than the other loss mechanisms. The receiver aperture is modeled as a black surface with a temperature that is low at the rim and gradually increases towards the center (Spirkl et al., 1997). The black receiver model serves as an upper bound on receiver performance, since real receivers are not black and are subject to an additional penalty in performance due to a temperature difference between the absorber and the fluid. The working fluid traverses the receiver array radially inward from the rim, and exits at the center.

The efficiency of a non-isothermal black receiver subject to the incident flux distribution \( F(r) \) depends on the temperature distribution:

\[
\eta_{\text{Rec}} = 1 - \frac{\int_{r}^{R} F(r) 2\pi r \, dr + \sigma \int_{0}^{\infty} T_{\text{Rec}}^4(r) 2\pi r \, dr}{\int_{0}^{\infty} F(r) 2\pi r \, dr}.
\] (2)

The first loss term is the spillage, and the second is thermal emission. The temperature distribution within the non-isothermal receiver, \( T(r) \) in Eq. (2), is not known a-priori, and needs to be found from the flux distribution and the inlet temperature. We assume that the flow is from the rim radially inward, and that local heat transfer is perfect, such that the fluid and absorber temperatures are equal. The energy balance on a section of the receiver leads to a non-linear first-order differential equation for the temperature:

\[
mC \, dT_{\text{Rec}} = -[F(r) - \sigma T_{\text{Rec}}^4(r)] 2\pi r \, dr.
\] (3)

Eq. (3) was solved numerically using fourth order Runge–Kutta integration, starting from the collection radius \( r = R \) and up to the center \( r = 0 \). The collection radius \( R \) is determined by the fluid inlet temperature: it is the largest radius where the term in square brackets in Eq. (3) is non-negative. This collection radius determines the spillage loss, as explained in the previous section. This loss is included in the receiver efficiency, as seen from the boundaries of the integral in Eq. (2).

2.4. Power block

We consider two options for the conversion from heat to electricity (Fig. 2): the traditional Brayton–Rankine combined cycle (CC), and a triple cycle (TC) with an MHD topping cycle, intermediate Brayton, and bottoming Rankine. There are several different ways for combining an MHD cycle with bottoming cycles, for example (Messerle, 1995; Cicconradi et al., 1997; Kayukawa, 2000). The scheme used in the present model was chosen for simplicity, and since the differences in performance between the different schemes are not great (Cicconradi et al., 1997). The steps of oxygen enrichment and preheating of the MHD inlet stream are eliminated, since they are not needed with solar heating.

Both the MHD and the gas turbine cycles considered here are open cycles with air as a working fluid. Closed cycles with other working fluids (e.g. helium) have also been proposed for either or both cycles. A closed cycle usually poses an additional technological challenge on the heat input side, since a very high temperature heat
exchanger is needed, replacing direct combustion within the gas in an open cycle. In a solarized cycle, such a heat exchanger is already provided: the solar receiver. Possibly, external heat supply from additional sources such as fossil fuel (hybridization) could be integrated into the receiver design. The issue of closed vs. open cycle, and the specific technology for heat input, were not addressed in the present analysis.

In the MHD cycle, the gas is compressed, heated and then expands in the MHD generator while doing work, similar to the Brayton cycle. The internal Joule heating has the same effect as frictional drag in a turbine, and the electrical output power is analogous to the shaft power of a turbine (Coombe, 1964). The MHD generator is therefore represented here as a Brayton cycle, and the details of the expansion process are represented in the effective turbine efficiency rather than explicitly treated (Messerle, 1995).

The Brayton cycle appears either as the topping level in the SCC system, or as both the topping and as the intermediate levels in the STC system. The specific work input to the compressor, and the specific work output from the turbine in the Brayton cycle, are:

\[ w_{CB} = \frac{T_1}{\eta_{CB}} \left[ \left( \frac{P_{2B}}{P_{1B}} \right)^{\frac{1}{\gamma-1}} - 1 \right] \tag{4} \]

\[ w_{TB} = T_{3B} \eta_{TB} \left[ 1 - \left( \frac{P_{4B}}{P_{3B}} \right)^{\frac{1}{\gamma-1}} \right]. \tag{5} \]

The compression and expansion isentropic efficiencies \( \eta_{CB} \) and \( \eta_{TB} \) depend on the pressure ratio. They are derived using fixed values of the corresponding polytropic efficiencies, \( \eta_{C,P} \) and \( \eta_{T,P} \):

\[ \eta_{CB} = \left( \frac{P_{2B}}{P_{1B}} - 1 \right) \left( \frac{P_{2B}}{P_{1B}} \right)^{\eta_{C,P}} - 1 \tag{6} \]

\[ \eta_{TB} = \left( 1 - \left( \frac{P_{4B}}{P_{3B}} \right)^{\eta_{T,P}} \right) \left( 1 - \frac{P_{4B}}{P_{3B}} \right)^{-1}. \tag{7} \]

We account for the pressure loss between the
compressor and turbine, representing the solar receiver (in a topping cycle) or the heat exchanger (in an intermediate cycle): 

\[ P_s / P_a = \beta P_s / P_1, \]

with \( \beta \leq 1 \). The low temperature \( T_1 \) is the ambient temperature (in an open cycle). The high temperature \( T_3 \) is the receiver exit temperature (topping cycle) or the heat exchanger exit (intermediate cycle). The other two temperatures are given by:

\[ T_{3B} = T_{1B} + w_{CB} \]

\[ T_{4B} = T_{3B} - w_{TB}. \]

The efficiency of a Brayton cycle (and of the MHD cycle modeled as a Brayton cycle), relative to the heat \( Q_B \) added between the compression and expansion steps, is:

\[ \eta_{BB} = \frac{w_{TB} - w_{CB}}{Q_B} = \frac{w_{TB} - w_{CB}}{T_{3B} - T_{2B}}. \]

Heat for steam production is extracted from the exit of the topping cycle in the SCC, and from both the intermediate and topping (after the heat exchanger) cycles in the STC. The work output of the bottoming Rankine cycle is optimized as in Fraidenraich et al. (1991), leading to an optimal steam temperature of \( T_s = (T_{4B} T_{1B})^{1/2} \). The steam specific work output is:

\[ w_s = \eta_s (T_{4B} - T_S) / (T_S - T_{1B}) / T_S. \]

The conditions for the topping MHD cycle in the STC system are obtained by replacing the subscript \( B \) in Eqs. (4)–(9) with the subscript \( M \), and replacing \( T_{4B} \) in Eq. (10) with \( T_{3M} \).

The heat exchanger between the topping cycle and intermediate cycle in the STC is assumed to be matched: the heat capacity (mass flow rate times specific heat) of the two fluids is the same. The relation between the two cycles is then:

\[ \varepsilon (mC)_{M} (T_{4M} - T_{2B}) = (mC)_{M} (T_{4M} - T_{5M}) = (mC)_{B} (T_{3B} - T_{2B}). \]

The overall power block efficiency is the combined electricity output of all cycles, divided by the heat input. For the gas and steam turbines, an additional conversion from work to electricity is needed with an efficiency \( \eta_g \). For the two-level SCC and the three-level STC, the overall power block efficiency \( \eta_{BB} \) is then:

\[ \eta_{BB,CC} = \frac{w_{TB} - w_{CB} + w_s}{Q_B} \]

\[ \eta_{BB,TC} = \frac{w_{TM} - w_{CM} + \eta_g (w_{TB} - w_{CB} + w_s)}{Q_M}. \]

2.5. Technological limits

The model presented in the previous sections can be computed for a wide range of temperatures and pressures. However, practical systems have limited operation envelopes. We applied two limitations on the operation of the various components. One is a pressure limit of 30 bar on the Brayton cycles, representing the current operating limit of common gas turbines. We found that imposing this limit has a significant effect on the performance of a stand-alone Brayton cycle, but the effect on the SCC and STC performance was relatively small. The value of 30 bar that we chose is therefore not crucial; similar results would be obtained with different values. A variation on this assumption, limiting the topping MHD cycle to 10 bar while permitting the intermediate gas turbine to operate at up to 30 bar, is also discussed.

The second limitation is the temperature of the steam cycle. These cycles are usually limited to 300–350°C of saturated steam (in sub-critical systems) and about 600°C of the superheated steam. Our results showed that in the optimized systems, the steam temperature was always below 600 K, and therefore this technological limit had no effect on system performance.

2.6. Optimization procedure

We fixed the hot source temperature \( T_{3B} \) (or \( T_{3M} \) in the STC), and varied the compressor pressure ratio (both pressure ratios in the STC) to obtain the highest system efficiency according to Eq. (1). The mass flow rate through the receiver was constant, and we scaled the optics as needed until the desired receiver exit temperature was obtained. The value of the mass flow rate is only used as an intermediate value in Eq. (3), and does not affect the final result. The procedure was repeated for different values of the hot source temperature. The optimization used the Powell algorithm from Numerical Recipes (Press et al., 1992). As mentioned in the previous section, the optimization was performed both without any limits, and with the technological limits (Brayton pressures, steam temperature) imposed on the optimization.

3. RESULTS

3.1. Double and triple cycles

Fig. 3a shows the total radiation-to-electricity conversion efficiency for the SCC and STC systems. Each point is separately optimized for the given hot source temperature \( T_3 \). The system
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The first is using the same ideal maximum-density heliostat field as used for the STC, corresponding to an area coverage ratio (heliostat area to ground area) of 0.36 and receiver inlet flux of 11.4 MW/m². The second result is for a diluted field, where the amount of heliostats is only 40% of the maximum density. This corresponds to a maximum incident flux on the receiver of 4.4 MW/m², and area coverage ratio of 0.14. This is a more reasonable design for the SCC, since the very high concentration provided by a dense field is not needed when the operating temperature is within the gas turbine range. Dilution of the field to a lower density lowers the flux distribution at the target plane, approximately by the dilution factor (if the dilution is uniformly applied over the entire field). The effects of field dilution on the STC are discussed in Section 3.4.

The difference between the SCC and the STC at the same temperature is small. However, the comparison of cycles at the same temperature is misleading, since the SCC is limited to the allowable temperatures of gas turbines, while the STC can operate at the much higher range of the MHD cycle. We define therefore the efficiency gain: the efficiency of a higher-temperature system divided by the efficiency of a reference SCC having a density heliostat field. The efficiency is shown as a function of receiver temperature. (b) Efficiency gain of the SCC and the STC relative to the reference SCC having a 40% diluted field and 1700 K receiver temperature.

parameters used are shown in Table 1. The efficiency shows a maximum for both systems since at high temperatures the receiver losses become significant and override the gain in power block efficiency. Two curves are shown for the

Table 1. System parameters used in the base case

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compression polytropic efficiency</td>
<td>0.90</td>
<td>0.75</td>
<td>0.95</td>
<td>0.94</td>
<td>0.93</td>
</tr>
<tr>
<td>Expansion polytropic efficiency</td>
<td>0.85</td>
<td>0.75</td>
<td>0.95</td>
<td>0.94</td>
<td>0.93</td>
</tr>
<tr>
<td>Pressure loss after compression</td>
<td>1 – β</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Steam cycle isentropic efficiency</td>
<td>0.90</td>
<td>0.75</td>
<td>0.95</td>
<td>0.94</td>
<td>0.93</td>
</tr>
<tr>
<td>Electrical generator efficiency</td>
<td>0.98</td>
<td>0.75</td>
<td>0.95</td>
<td>0.94</td>
<td>0.93</td>
</tr>
<tr>
<td>Heat exchanger effectiveness</td>
<td>ε</td>
<td>1.0</td>
<td>ε</td>
<td>1.0</td>
<td>ε</td>
</tr>
<tr>
<td>Optical efficiency</td>
<td>η_{opt}</td>
<td>0.65</td>
<td>0.65</td>
<td>0.65</td>
<td>0.65</td>
</tr>
</tbody>
</table>

Table 2. Subsystem performance for the reference SCC, the base STC (defined in Table 1), and three other STC plant scenarios. These scenarios differ from the base case in a single parameter: pressure, expander efficiency, or heat exchanger effectiveness

<table>
<thead>
<tr>
<th>Cycle Parameter</th>
<th>Ref. SCC</th>
<th>Base STC</th>
<th>STC P&lt;10</th>
<th>STC η_{tr} = 0.75</th>
<th>STC η_{tr} = 0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Receiver efficiency</td>
<td>0.93</td>
<td>0.93</td>
<td>0.95</td>
<td>0.94</td>
<td>0.93</td>
</tr>
<tr>
<td>Receiver exit temp. T_{r} (K)</td>
<td>1700</td>
<td>2300</td>
<td>2300</td>
<td>2300</td>
<td>2300</td>
</tr>
<tr>
<td>MHD compression ratio</td>
<td>–</td>
<td>31.7</td>
<td>10.0</td>
<td>21.9</td>
<td>34.5</td>
</tr>
<tr>
<td>MHD exit temperature T_{mx} (K)</td>
<td>–</td>
<td>1008</td>
<td>1331</td>
<td>1200</td>
<td>985</td>
</tr>
<tr>
<td>Gas turbine compression ratio</td>
<td>22.2</td>
<td>3.8</td>
<td>6.3</td>
<td>5.2</td>
<td>4.3</td>
</tr>
<tr>
<td>Gas turbine exit temperature T_{mx} (K)</td>
<td>811</td>
<td>737</td>
<td>861</td>
<td>813</td>
<td>664</td>
</tr>
<tr>
<td>Heat exchanger exit temp. T_{mx} (K)</td>
<td>–</td>
<td>459</td>
<td>539</td>
<td>508</td>
<td>528</td>
</tr>
<tr>
<td>Total system efficiency η_{sys}</td>
<td>0.331</td>
<td>0.390</td>
<td>0.378</td>
<td>0.369</td>
<td>0.383</td>
</tr>
</tbody>
</table>

Fig. 3. (a) Efficiency of the optimized SCC with a maximum density heliostat field (most reflector area possible without blocking); the SCC with a field diluted to 40% of the maximum reflector area; and the STC with a maximum density field. The efficiency is shown as a function of receiver temperature. (b) Efficiency gain of the SCC and the STC relative to the reference SCC having a 40% diluted field and 1700 K receiver temperature.
working gas and seed. It would seem then that the gas would lose its conductivity somewhere along the MHD duct and the generation process would fail. However, due to the rapid expansion in the MHD duct, the bulk gas and the free electrons are not in equilibrium, and in effect, the electrons are ‘frozen’ in the ionized state. A common model of the MHD process defines an equivalent ‘electron gas’ that has a temperature that is distinct from the bulk gas temperature (Rosa, 1968). Therefore, an ionized state can be maintained even if the bulk temperature is too low for equilibrium ionization. A more detailed analysis of an MHD system should consider this effect to verify that ionization is maintained with a specific duct design.

3.2. Effects of pressure

Two pressure effects are considered here. One is the technology limitation on operating pressure. So far, we have assumed that both the MHD and the gas turbine can operate at any pressure. However, as the component’s temperature increases, it becomes more difficult to contain high pressures due to a reduction in the strength of structural materials. Typical large gas turbines operate in the range of 10–30 bar, while MHD systems were considered at operating pressures such as 5–8 bar (Messerle, 1995; Cicconradi et al., 1997). We have repeated the optimization with a limit of 10 bar on the pressure of the MHD cycle, and 30 bar on the intermediate gas turbine. Fig. 4a shows that the efficiency gain is somewhat reduced under this pressure limit, and the maximum gain for the STC is 1.15.

The performance of a pressure-limited SCC with a maximum density field is also shown in Fig. 4a. The efficiency gain in this system is reduced when the pressure is limited to 30 bar, to efficiency gain of 1.08 at $T_5 = 2300$ K. This temperature cannot be achieved with a gas turbine, but one may consider a two-level combined cycle with an MHD and a single bottoming steam cycle. However, the pressure should then be limited to 10 bar, consistent with the discussion above for the MHD component of the STC. In this case, the performance drops sharply as seen in Fig. 4a, and the maximum gain is only 1.02 at 2300 K. The optimal pressure at this temperature is 42 bar, and the 10 bar limit strongly affects performance. The better option for the high-temperature MHD system is therefore the three-level STC which is less sensitive to pressure limitations.

The second aspect of the system pressure is the pressure drop between the compressor exit and the expander inlet in both the MHD and the gas turbine cycles. In addition to the pressure drop found in any gas turbine due to the piping and the combustion chamber, here there are contributions due to the solar receiver (in the topping cycle) and the heat exchanger (in the intermediate cycle). Fig. 4b shows that the efficiency gain of the STC with 10% pressure drop ($\beta = 0.9$), relative to a corresponding SCC at the same conditions as the reference SCC, except that the pressure drop is also 10%. The gain is almost identical to the corresponding gain in the case of 5% pressure drop. The pressure drop has therefore practically no effect on the comparison of a high-temperature STC to a reference SCC having the same pressure drop.

3.3. MHD internal efficiency

In the previous sections, we have assumed certain values for the polytropic efficiency of the
components (compressors and expanders). The assumptions for the compressors and the gas turbine at intermediate temperature may be considered as reasonable, since these components are well known. However, the performance of the MHD expander cannot be predicted with the same level of certainty. The actual value of the polytropic efficiency in real devices depends on the MHD detailed design, which is outside the scope of the current work. Fig. 5 shows the sensitivity of the system efficiency gain to the assumption of MHD expander polytropic efficiency. For reduced polytropic efficiency of 0.8 and 0.75, the efficiency gain of the STC is reduced to 1.15 and 1.13, respectively. While this reduction is not negligible, the gain in performance relative to the reference SCC is still significant even for the lowest value of the MHD polytropic efficiency.

3.4. Solar field dilution

We have assumed above that the collector field for the STC has maximum density, producing the maximum possible flux at the receiver’s inlet. In a real field, the packing density will be lower, to avoid excessive shading losses during off-design hours when the sun direction is far from the zenith. The desired value of field dilution factor should be found by an optimization of the annual performance, which is outside the scope of the current work. Fig. 6 shows the effect of field dilution on the efficiency gain at design point. The maximum efficiency gain is reduced to 1.15 and 1.12 for dilution of 0.8 and 0.6, respectively, compared to the original undiluted field providing a gain of 1.18. The efficiency gain is then sensitive to the field dilution and the resulting changes in flux level. However, there is a wide range for optimizing the heliostat field design for best annual performance, while still producing a significant design-point efficiency gain relative to the reference SCC.

3.5. Heat exchanger effectiveness

We have assumed that the heat exchanger between the topping MHD cycle and the intermediate gas turbine cycle is ideal, with effectiveness of unity. A more realistic value for the heat exchanger effectiveness should lower the performance of the intermediate and bottoming cycles. The sensitivity of the efficiency gain to the heat exchanger effectiveness is shown in Fig. 7. The results show an almost uniform decrease for all temperatures. The maximum efficiency gain is 1.16 and 1.14 for heat exchanger effectiveness of 0.9 and 0.8, respectively. System performance is therefore still much higher than the reference SCC even with a lower, more realistic heat exchanger effectiveness.
4. DISCUSSION

We have shown that combining a high-performance solar collector field with an advanced high-temperature MHD plant and bottoming cycles has the potential for significantly higher peak (design-point) efficiency than a solar two-level combined cycle. The maximum advantage, or efficiency gain relative to a reference SCC, was obtained in most cases at receiver temperatures of about 2300 K. The efficiency gain depends on several system parameters, and varies between 1.1 and 1.18 for the cases presented here. It is also possible to operate at somewhat lower temperatures without a significant reduction in efficiency; however, the low temperature limit is also influenced by the MHD ionization conditions rather than determined by system efficiency alone.

Only design-point efficiency was considered in the current study. A quantity of higher interest, however, is the annual average efficiency. When comparing two alternative designs with differing field geometry or density, higher peak efficiency may or may not correspond to higher annual average efficiency. Computing the annual average efficiency requires a much more detailed model of the heliostat field, including description of the layout of individual heliostats; this is outside the scope of the current study. A solar plant optimized for best annual efficiency will also depend on additional specific parameters such as site, local insolation patterns, etc. A more detailed study is therefore needed before making any statements about the gain in annual efficiency.

The results reported in this work were derived using a simplified model of a solar plant, and it remains to be seen how close a real system may approach to the predictions of this model. Clearly, since both MHD and high-temperature solar technologies are still far from maturity, it is not possible to make very precise statements about their real performance. We have used the relative measure of the efficiency gain to circumvent this difficulty. It was assumed that the required solar and MHD components can reach the same level of technical maturity as the lower-temperature solar and combined cycle components have today. The relative measure provides then a reasonable comparison under a consistent set of assumptions. The sensitivity relative to major system parameters was also presented, and this should provide a reasonable sense of the range of variability for the efficiency gain results.

A major concern in all solar plants is operation when sunlight is insufficient or completely absent. Two possible solutions are hybridization and storage. Both of these are desirable in an STC plant. A hybrid STC would have a fuel combustion facility, using coal or another suitable fuel, operating at part load to provide supplementary heat whenever needed during daytime, and operating at full load when sunlight is not available. Such a hybrid plant would produce a significant advantage in CO₂ mitigation relative to conventional plants, both due to the solar contribution and due to the conversion of coal energy at very high efficiency compared to other coal technologies. However, a combustor that is downstream of a solar receiver would pose a significant technological challenge.

Thermal storage of excess solar energy during daytime may also be possible, using porous beds of ceramic storage media. Such high-temperature storage units are used today, for example in the glass industry, and could be adapted for use with a high-temperature power plant. The size of this storage could be much smaller than equivalent storage for lower-temperature solar plants, since the temperature difference between the inlet and outlet is much higher. Several major challenges would have to be addressed, such as minimizing the length and cost of high-temperature piping, and minimizing the pumping power associated with the additional flow channeled to the storage.

Some of the solar components of an STC need further development before they can be considered technically proven. Solar heliostat fields have usually been designed and operated at moderate concentration, around 1000. Increasing the concentration to the vicinity of 10,000 would require careful redesign and optimization, but there is no barrier or major technological breakthrough that is needed to achieve this. Thermal receivers operating around 2000 K have been constructed and tested, mostly for solar chemistry applications. However, these were lab-scale devices and it is not yet clear how a large-scale receiver with reasonable throughput and efficiency would be constructed. Most likely, a receiver at this temperature level will rely on direct absorption in a suspension of small particles within the working gas (Hunt and Brown, 1983). These particles may also play a useful role in the MHD process. However, particle receivers tested so far have not been able to heat gas to the expected high temperatures, and further work is needed in this direction. An additional area where further development is needed is the high-temperature heat exchanger, which is required between the MHD and gas turbine cycles.

The current work has shown significant potential for increased conversion efficiency.
ever, the ‘bottom line’ question in evaluation of any new technology is the eventual cost. It is not possible at this point to provide a meaningful estimate of the cost of electricity produced by the proposed STC. Two intermediate goals may be set, before attempting a full system cost analysis. The first is a more detailed system performance analysis, including optimization of a real heliostat field for very high concentration, and annual rather than design-point only performance. The second task is the development of high-temperature receiver technology in the range required by the MHD process. The demonstrated potential of improved efficiency supports the conclusion that such an ambitious long-range, forward-looking project could be a promising direction for the future of solar electricity production. This would also be consistent with the general trend in the solar as well as the conventional generation communities of increasing process temperature and efficiency.

**NOMENCLATURE**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>specific heat (J/kg K)</td>
</tr>
<tr>
<td>F</td>
<td>flux (W/m²)</td>
</tr>
<tr>
<td>m</td>
<td>mass flow rate (kg/s)</td>
</tr>
<tr>
<td>Q</td>
<td>specific heat addition (kW (kg/s)^{-1} (kJ/kg K)^{-1})</td>
</tr>
<tr>
<td>r</td>
<td>radial coordinate on target plane (m)</td>
</tr>
<tr>
<td>P</td>
<td>pressure (bar)</td>
</tr>
<tr>
<td>R</td>
<td>collection radius (m)</td>
</tr>
<tr>
<td>T</td>
<td>temperature (K)</td>
</tr>
<tr>
<td>w</td>
<td>specific work (kW (kg/s)^{-1} (kJ/kg K)^{-1})</td>
</tr>
</tbody>
</table>

**Greek letters**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta )</td>
<td>pressure loss ratio</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>ratio of specific heats, ( \gamma = C_p / C_v )</td>
</tr>
<tr>
<td>( \eta )</td>
<td>efficiency</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>Stefan–Boltzmann constant</td>
</tr>
</tbody>
</table>

**Superscripts and subscripts**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>Brayton cycle</td>
</tr>
<tr>
<td>C</td>
<td>compressor</td>
</tr>
<tr>
<td>G</td>
<td>generator</td>
</tr>
<tr>
<td>M</td>
<td>MHD cycle</td>
</tr>
<tr>
<td>Opt</td>
<td>optical</td>
</tr>
<tr>
<td>P</td>
<td>polytropic</td>
</tr>
<tr>
<td>PB</td>
<td>power block</td>
</tr>
<tr>
<td>Rec</td>
<td>receiver</td>
</tr>
<tr>
<td>S</td>
<td>steam Rankine cycle</td>
</tr>
<tr>
<td>T</td>
<td>turbine in Brayton cycle, or MHD section in MHD cycle</td>
</tr>
<tr>
<td>Tot</td>
<td>total</td>
</tr>
</tbody>
</table>
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